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Abstract — Deep learning techniques have been widely used in everything from analyzing medical information to tools for
making medical diagnoses. One of the most feared diseases in modern medicine is a brain tumor. MRI is a radiological method
that can be used to identify brain tumors. However, manual segmentation and analysis of MRI images is time-consuming and
can only be performed by a professional neuroradiologist. Therefore automatic recognition is required. This study propose a
deep learning method based on a hybrid multi-layer perceptron model with Inception-v3 to predict brain tumors using MRI
images. The research was conducted by building the Inception-v3 and multilayer perceptron model, and comparing it with
the proposed model. The results showed that the hybrid multilayer perceptron model with Inception-v3 achieved accuracy,
recall, precision, and fi-score of 92%. While the Inception-v3 and multilayer perceptron models only obtained 66% and
56% accuracy, respectively. This research shows that the proposed model successfully predicts brain tumors and improves
performance.
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I. INTRODUCTION

Deep learning is a more robust and efficient
than machine learning in many disciplines, especially
medical image segmentation [1], [2]. Deep learning
has been used in the medical industry to uncover
new information and methods for detecting tumors
and malignancies, including cervical cancer [3], breast
cancer [4], liver tumors [5], lung tumors [6], and brain
tumors [7]. One of the most dreaded illnesses in modern
medicine is a brain tumor. Brain tumors are fibrous
tissues that develop uncontrolled from abnormal brain
tissue growth [8]. In the United States, an estimated
25,050 persons, including 10,880 women and 14,170
men, have been diagnosed with brain tumors according
to a 2022 study by the American Society of Clinical
Oncology (ASCO) [9].

Magnetic Resonance Imaging (MRI) is a radiological
examination that produces a large amount and contrast
of tissue in every imaging modality and has been

widely used to identify tumors in the brain [1],
[10]. However, manual segmentation and analysis of
structural MRI images of brain tumors is a complex
and time-consuming task that, so far, only professional
neuroradiologists have been able to complete [11].
In addition, several factors increase the difficulty in
identifying brain tumors, including the brain’s anatomy,
the medical team’s skills, and tumor shape and size. A
deep learning-based method of evaluating brain MRI
images is one method for automatically spotting brain
cancers.

Several previous studies have detected brain tumors
using MRI images. The study [12] uses a convolutional
neural network model to detect brain tumors. The
proposed model consists of a convolutional network
with 50 fully connected nodes using the activation
functions of Relu, Sigmoid, and SoftMax. The results
show that the constructed model achieved 75.42%
accuracy. Gowda M, D et al. proposed a deep learning
model using VGG16 and mask RCNN to detect and
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classify brain tumors using MRI images. The results
showed that the proposedmodel achieved 90% accuracy
and accuracy using transfer learning [13].

In the next study, the VGG16 model was proposed
to classify brain tumors using MRI images into two
categories: no tumor and existing tumor. The research
showed that the proposed model obtains an accuracy of
90% [14]. Further research has proposed a transfer
learning strategy. Feature extraction in this study
was carried out with the help of the pre-trained
deep CNN models, Inception-v3, MobileNetV2, and
VGG19. The results showed that the model trained with
MobileNetV2 had an accuracy of 92%, Inception-v3
had an accuracy of 91%, and the model trained with
VGG19 only obtained an accuracy of 88% [15].

In his previous research, [16] conducted a study to
detect breast cancer by proposing a CNN-based deep
learning model. The research process was carried out
by training previous CNN architecture and comparing
them with the proposed model. The results showed
that the proposed CNN model obtained an accuracy
of 83%. Furthermore, [17] study researched to detect
of cervical cancer by offering a deep learning model
based on CNN and RNN. The results showed that the
model obtained an accuracy of 89%.

Based on several previous studies, it was found that
there were still some gaps, namely: the model in the
previous research still obtained low accuracy and had
the opportunity to be improved. Then some studies
detect brain tumors using only two types of output.
Therefore, the information is based on several gaps
in previous research, and this research will propose a
deep learning model based on the Hybrid Multi-layer
Perceptron model with Inception-v3 to detect brain
tumors using MRI images. Some of the contributions
of this research are:

1) Build a deep learning model to detect brain
tumors using MRI images

2) Proposing a Hybrid multi layer perceptron with
Inception-v3 model.

3) Improve performance matrices such as precision,
accuracy, recall, and F1-score models to detect
brain tumors.

This paper is organized as a general guide: the
techniques employed are detailed in section II. Then, the
study’s results are explained in section III, the research’s
findings are discussed in section IV, and finally,
section V contains conclusions from the research.

II. RESEARCH METHOD

The procedure performed in this study illustrates
in Fig. 1. The methods used in this study begin
with dataset collection, image pre-processing, and
building a detection model, model training, and model
testing, followed by model evaluation. The brain tumor

Fig. 1. Illustrates of procedure performed.

detection model built will use hybrid Inception-v3 and
multi-layer perceptron by applying the back propagation
algorithm.

A. Dataset

The dataset used in this study is a public dataset
containing 3160 brain MRI images. This dataset has
obtained from the kaggle repository [18]. The dataset
is divided into 4 classes consisting of 937 meningioma
tumor images, 926 glioma tumor images, 901 pituitary
tumor images, and 396 non-tumor images. Fig. 2 shows
a frequency histogram of species on the dataset used,
and Fig. 3 shows a sample image of the dataset we
used.

B. Image Pre-processing

Image pre-processing is one of the steps to process
the data set so that machine training can work properly.

Fig. 2. Frequency histogram of species.

Fig. 3. Sample images of the dataset.
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Fig. 4. Sample image that has been resized.

This step then converts the original data in the form
of an image into data of an array. We also change the
image size from the actual size to 64 x 64 pixels at
this stage. Fig. 4 shows a sample image that has been
resized.

C. Inception-v3

The Inception-v3 model is a CNN architecture
first proposed by [19]. Inception-v3 is a deep
convolution network model developed by Google to
meet ImageNet’s Large Visual Recognition Challenge.
This model has been used in several biomedical
applications and has achieved good classification [20],
[21]. This model is a rethink of the Inception-v1 and
Inception-v2 architectures in computer vision.

The Inception-v3 model combines several different
convolution filters into a new filter, reducing
computational complexity and the number of parameters
to be trained [21]. The network structure in the
Inception-v3 architecture consists of several convolution
layers, several types of pooling layers, concatenation
layers, SoftMax layers, dropout layers, and fully
connected layers [22]. Fig. 5 shows an illustration of
the basic architecture of Inception-v3.

1) Convolutional Layer
The convolution layer aims to extract various input

features through the convolution kernel and reduce the
number of parameters. Convolution layers are usually
designed with 3x3 and 1x1 convolution kernel sizes in
1-step increment. After the convolution operation, the
image with the offset value will be merged into the
feature graph [23]. Eq. (1) represents the conversion
process:

Xi
j =

∫
(
∑
i∈Mj

X l−1
i .Kl

ij + blj) (1)

Fig. 5. The architecture of Inception-v3.

2) Pooling Layer
A pooling layer is included primarily for down-

sampling feature maps by combining features from the
local area. Pooling helps CNN to reduce computational
costs and explore invariant characteristics. In addition,
the pooling layer can prevent over fitting and speed up
calculations. The process represents in (2).

X l
j = down(X l−1

j ) (2)

3) Classifier Layers
Its function is to output specific neurons and

categories of items from 0 to 1, thereby realizing
the multiple classification processes and a probability
distribution. The classification layer uses the softmax
classifier as the output layer, calculated using (3).

Softmax(y1) = yli =
eyi∑n
j=1 e

yi
(3)

4) Fully Connected Layer
This network is generally used to flatten the matrix

into a vector that will enter-into a fully connected neural
network type. The fully connected layer’s mathematical
operation is expressed in (4).

Zv0×1 = Weightv0×v1 lvi×1.Biasv0×1 (4)

D. Multi-layer Perceptron

Multi-layer perceptron (MLP) is a deep learning
model consisting of one input layer, several hidden
layers, and one output layer [24]. MLP is used to learn
linear and non-linear models. An MLP network includes
a back propagation algorithm and an iterative procedure
for adjusting weights and threshold values to increase
the model’s accuracy. The Hidden layers in MLP models
help learn more complex features [25]. Fig. 6 shows an
illustration of an architecture multi-layer perceptron.

There are two main problems in developing a multi-
layer perceptron network: architectural optimization and
training [26]. In addition to the number of layers, the
MLP model development will use several activation

Fig. 6. The architecture of multi-layer perceptron.
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functions that aim to activate or deactivate neurons [27].
The activation function is calculated by (5).

Y = Activation(
∑

(weight ∗X) + bias) (5)

E. Evaluation Matrix

Model evaluation metrics are used to evaluate the
accuracy and performance of the built model. There are
various metrics for evaluating the model. This study
evaluates the proposed model using a classification
metric consisting of a confusion matrix, accuracy,
recall (sensitivity), and F1-score. The confusion matrix
contains the predictions from the test phase and is used
to describe the model’s performance. Table 1 shows an
example of a multi-class confusion matrix.

Accuracy is how well the prediction results match the
valid values, including positive and negative, with global
data. Accuracy determination analyzes the difference
between the predicted result and the correct value.
Accuracy can be calculated using (6).

Accuracy(%) =
(TP + TN)

(TP + FP + FN + TN)
× 100

(6)

If the dataset used has class imbalances, the accuracy
is unreliable, so necessary evaluate the precision
performance. Precision can be defined as the ratio of
true positive data compared to the number of positive
predicted data. The formula for calculating the accuracy
is shown in (7).

Precision(%) =
(TP )

(TP + FP )
× 100 (7)

A recall is the ratio of correct optimistic predictions
compared to the number of valid positive data. The
formula for calculating precision is shown in (8).

Recall(%) =
(TP )

(TP + FN)
× 100 (8)

F1-score combines precision and recall, so the F1-
score can be considered the harmonic mean of recall
and precision. F1-score can be calculated using (9).

F1− Score = 2× Precision×Recall

Precision+Recall
× 100 (9)

Table 1. Multi-class Confusion Matrix
True Class

Predicted class

X Y Z
X TPX EYX EZX
Y EXY TPY EZY
Z EXZ EYZ TPZ

III. RESULT

This study proposes a deep learning model based
on hybrid multi-layer perceptron Inception-v3 for brain
tumor detection. The dataset used consisted of 3160
MRI images divided into four classes: meningioma
tumor, glioma tumor, pituitary tumor, and non-tumor.
Before building the model, we do image pre-processing
to resize the image to 64x64 pixels and convert the
data in the image form into an array for the system
to process. After image pre-processing, we split the
dataset and compared the 80% training with the 20%
test.

Tests were carried out in three experiments to
determine the performance generated by the model. in
the first experiment. We conducted a test to evaluate the
performance of the Inception-v3 model using epoch 100.
while in the second experiment, we used a Multi-layer
perceptron model with an epoch value of 100. Table
2 compares the evaluation results of the Inception and
Multi-layer Perceptron models. We tested our proposed
model in the third test experiment, a hybrid multi-layer
perceptron with Inception-v3 using an epoch value
of 100. The models were trained using training data
and test data. During the training process, we also
implemented the ReduceLROnPlateau function, which
aims to reduce the learning speed when the metric stops
are increasing.

Table 3 shows the results details of the evaluation
of the proposed model, and Fig. 7 shows a graph of
the results of our proposed model training.

This study also evaluates the proposed model using
the confusion matrix. The results of the confusion

Table 2. Compares the Evaluation Results
Parameter Inception-v3 Multi-

layer
Perceptr.

Proposed Model

Accuracy 66% 56% 92%
Precision 68% 57% 92%

Recall 67% 60% 92%
F1-score 68% 55% 92%

Table 3. Evaluation Results of the Proposed Model
Class Accuracy Precision Recall F1

Glioma T. 94% 91% 88% 89%
Meningioma T. 93% 88% 88% 88%

Pituitary T. 98% 94% 98% 96%
Non T. 98% 93% 92% 93%
Model 92% 92% 92% 92%

Fig. 7. Graph of the results of our proposed model training.
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Fig. 8. Confusion matrix evaluation.

matrix evaluation are shown in Fig. 8.

IV. DISCUSSION

Table 2 shows that the model built using Inception-
v3 obtained an accuracy value of 66% with recall,
precision, and F1-score respectively 67%, 68%, and
68%. While the model built using a multi-layer
perceptron only obtained accuracy, recall, precision,
and F1-score values of 56%, 60%, 57%, and 55%,
respectively. While the hybrid Multi-layer perceptron
model with Inception-v3, as presented in Table 3, shows
that the proposed model obtained the highest accuracy
value of 92%, with recall, precision, and F1-score
values of 92%. The accuracy obtained is also higher
when compared to the model proposed in previous
studies. This value indicates that the proposed model
has succeeded in increasing performance.

Fig. 8 presents the results of the evaluation of the
confusion matrix on the proposed model, which shows
the following information:

1) Of the 903 glioma tumor images, 824 predictions
match the actual image.

2) Of the 942 meningioma tumor images, 842
predictions match the actual image.

3) Of the 389 non-tumor images, 359 predictions
match the actual image.

4) Of the 926 pituitary tumor images, 878
predictions match the actual image.

Based on information on the confusion matrix, it
shows that the proposed model can predict brain tumors
using MRI images. This study offers a wealth of
research options to investigate additional strategies for
raising detection accuracy.

V. CONCLUSION

This study proposes a model for detecting brain
tumors on MRI images using the Inception-v3 hybrid

model with a multi-layer perceptron. Based on the tests
and evaluations on the model, the following conclusions
were drawn as the built model succeeded in predicting
brain tumors using MRI images. The proposed model
achieves the highest accuracy of 92%, with recall,
precision, and F1-score values of 92% compared to
the Inception-v3 and multi-layer perceptron models,
which only get 66% and 56% accuracy, respectively.
The accuracy obtained is also higher when compared
to several previous studies. This model shows that
the model has succeeded in improving performance.
However, this study still has limitations where the model
is only trained using images. Therefore, future research
can make predictions using other data and improve
performance with other models.

ACKNOWLEDGMENT

The authors would like to thank the Informatics
Engineering Department - STMIK TIME, Computer
Science Department - Universitas Potensi Utama
in north Sumatra for support in research and
Sartajbhuvaji’s databases which provided us with MRIs
imaging of respective tumor classes

REFERENCES

[1] K. Bathe, V. Rana, S. Singh, and V. Singh, “Brain tumor
detection using deep learning techniques.” May 2021.

[2] M. M. Azad, A. Ganapathy, S. Vadlamudi, and H. Paruchuri,
“Medical diagnosis using deep learning techniques: A research
survey,” Annals of RSCB, vol. 25, pp. 5591–5600, May 2021.

[3] Y. R. Park, Y. J. Kim, W. Ju, K. Nam, S. Kim, and K. G. Kim,
“Comparison of machine and deep learning for the classification
of cervical cancer based on cervicography images,” Sci. Rep.,
vol. 11, p. 16143, Aug. 2021.

[4] E. D. Carvalho, R. R. V. Silva, M. J. Mathew, F. H. D. Araujo,
and A. O. De Carvalho Filho, “Tumor segmentation in breast
DCE- MRI slice using deep learning methods,” 2021.

[5] S.-H. Zhen, M. Cheng, Y.-B. Tao, Y.-F. Wang, S. Juengpanich,
Z.-Y. Jiang, Y.-K. Jiang, Y.-Y. Yan, W. Lu, J.-M. Lue, J.-H. Qian,
Z.-Y. Wu, J.-H. Sun, H. Lin, and X.-J. Cai, “Deep learning for
accurate diagnosis of liver tumor based on magnetic resonance
imaging and clinical data,” Front. Oncol., vol. 10, p. 680, May
2020.

[6] G. Kasinathan and S. Jayakumar, “Cloud-Based lung tumor
detection and stage classification using deep learning
techniques,” Biomed Res. Int., vol. 2022, p. 4185835, Jan. 2022.

[7] M. Arabahmadi, R. Farahbakhsh, and J. Rezazadeh, “Deep
learning for smart Healthcare—A survey on brain tumor
detection from medical imaging,” Sensors, vol. 22, p. 1960,
Mar. 2022.

[8] P. G. Brindha, M. Kavinraj, P. Manivasakam, and others,
“Brain tumor detection from MRI images using deep learning
techniques,” IOP Conference, 2021.

[9] “Brain tumor - statistics.” https://www.cancer.net/cancer-types/
brain-tumor/statistics?debug=0, June 2012. Accessed: 2022-8-
12.

[10] K. N. Qodri, I. Soesanti, and H. A. Nugroho, “Image analysis
for MRI-based brain tumor classification using deep learning,”
IJITEE (Int. J. Inf. Technol. Electr. Eng.), vol. 5, p. 21, June
2021.

Jurnal Infotel, Vol. 14, No. 3, August 2022
https://doi.org/10.20895/infotel.v14i3.793

209



ISSN: 2085-3688; e-ISSN: 2460-0997
A deep learning model to detect the brain tumor based on magnetic resonance images

[11] R. Ranjbarzadeh, A. Bagherian Kasgari,
S. Jafarzadeh Ghoushchi, S. Anari, M. Naseri, and
M. Bendechache, “Brain tumor segmentation based on
deep learning and an attention mechanism using MRI
multi-modalities brain images,” Sci. Rep., vol. 11, p. 10930,
May 2021.

[12] K. Aprianto, “Brain tumors detection by using convolutional
neural networks and selection of thresholds by histogram
selection,” Jurnal Ilmu Komputer dan Informasi, vol. 14, pp. 83–
89, July 2021.

[13] Dhruthick Gowda, Pai, Anirudh, and others, “Brain tumor
detection and segmentation using VGG16 and mask R-CNN
with transfer learning,” IEEE Solid-State Circuits Soc. Newsl.,
2020.

[14] V. Singh, S. Sharma, S. Goel, S. Lamba, and N. Garg, “Brain
tumor prediction by binary classification using VGG-16,” Mar.
2021.

[15] T. Tazin, S. Sarker, P. Gupta, F. I. Ayaz, S. Islam,
M. Monirujjaman Khan, S. Bourouis, S. A. Idris, and
H. Alshazly, “A robust and novel approach for brain tumor
classification using convolutional neural network,” Comput.
Intell. Neurosci., vol. 2021, p. 2392395, Dec. 2021.

[16] K. Kumar, U. Saeed, A. Rai, N. Islam, G. M. Shaikh, and
A. Qayoom, “IDC breast cancer detection using deep learning
schemes,” Adv. Data Sci. Adapt. Data Anal., vol. 12, p. 2041002,
Apr. 2020.

[17] F. Kanavati, N. Hirose, T. Ishii, A. Fukuda, S. Ichihara, and
M. Tsuneki, “A deep learning model for cervical cancer
screening on Liquid-Based cytology specimens in whole slide
images,” Cancers, vol. 14, Feb. 2022.

[18] Sartaj, “Brain tumor classification (MRI),” May 2020.

[19] Szegedy, Vanhoucke, Ioffe, and others, “Rethinking the
inception architecture for computer vision,” Proc. Estonian
Acad. Sci. Biol. Ecol.

[20] N. Loris, G. Stefano, and B. Sheryl, “Ensemble of convolutional
neural networks for bioimage classification,” Applied Computing
and Informatics, vol. 17, pp. 19–35, Jan. 2020.

[21] L. D. Nguyen, D. Lin, Z. Lin, and J. Cao, “Deep CNNs
for microscopic image classification by exploiting transfer
learning and feature concatenation,” in 2018 IEEE International
Symposium on Circuits and Systems (ISCAS), pp. 1–5, May
2018.

[22] Y. Ding, J. H. Sohn, M. G. Kawczynski, H. Trivedi,
R. Harnish, N. W. Jenkins, D. Lituiev, T. P. Copeland, M. S.
Aboian, C. Mari Aparici, S. C. Behr, R. R. Flavell, S.-Y.
Huang, K. A. Zalocusky, L. Nardo, Y. Seo, R. A. Hawkins,
M. Hernandez Pampaloni, D. Hadley, and B. L. Franc, “A
deep learning model to predict a diagnosis of alzheimer disease
by using 18F-FDG PET of the brain,” Radiology, vol. 290,
pp. 456–464, Feb. 2019.

[23] J.-W. Feng and X.-Y. Tang, “Office garbage intelligent
classification based on inception-v3 transfer learning model,” J.
Phys. Conf. Ser., vol. 1487, p. 012008, Mar. 2020.

[24] S. Abirami and P. Chitra, “Chapter fourteen - energy-efficient
edge based real-time healthcare support system,” in Advances
in Computers (P. Raj and P. Evangeline, eds.), vol. 117, pp. 339–
368, Elsevier, Jan. 2020.

[25] J. Singh and R. Banerjee, “A study on single and multi-
layer perceptron neural network,” in 2019 3rd International
Conference on Computing Methodologies and Communication
(ICCMC), pp. 35–40, Mar. 2019.

[26] W. Castro, J. Oblitas, R. Santa-Cruz, and H. Avila-George,
“Multilayer perceptron architecture optimization using parallel
computing techniques,” PLoS One, vol. 12, p. e0189369, Dec.
2017.

[27] H. Jindal, N. Sardana, and R. Mehta, “Analyzing performance
of deep learning techniques for web navigation prediction,”
Procedia Comput. Sci., vol. 167, pp. 1739–1748, Jan. 2020.

Jurnal Infotel, Vol. 14, No. 3, August 2022
https://doi.org/10.20895/infotel.v14i3.793

210


